AGI-09 Expert Elicitation 

Name:
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Email address:

In order to assess current expert judgments about Artificial General Intelligence, we are asking the participants in the AGI-09 conference to provide us with a series of quantitative judgments. Results of analyzing the data thus collected will be submitted for publication in a peer-reviewed journal.

We very much appreciate your willingness to assist us in this undertaking.

In reporting the results of this study, we will list the experts who participated, but we will NOT identify individual experts with specific responses.

Our main focus here will be on assessing expert opinion regarding the timeline of advances in AGI technology; but we will also ask some other questions regarding specific AI technologies, ethical consequences of AI development, and other issues.  At the very end we’ll ask you some very brief questions about yourself as well.

If you would like to see examples of previous expert assessments of this sort that others have done, in other areas of inquiry, you could look at:

· M. Granger Morgan, Samuel C. Morris, Max Henrion and Deborah A. L. Amaral, "Uncertainty in Environmental Risk Assessment: A case study involving sulfur transport and health effects", Environmental Science and Technology, 19, 662-667, 1985 August.

· M. Granger Morgan and David Keith, "Subjective Judgments by Climate Experts," Environmental Science and Technology, 29(10), 468A-476A, October 1995.

· M. Granger Morgan, Louis F. Pitelka and Elena Shevliakova, "Elicitation of Expert Judgments of Climate Change Impacts on Forest Ecosystems," Climatic Change, 49, 279-307, 2001.

Copies of some of these papers are available at the AGI-09 registration desk if you are curious to peruse them.

We hope you will try hard to answer all the questions – if you are less sure about some of the answers involving confidence intervals, then obviously feel free to indicate large uncertainty.  If, however, you absolutely feel you can't answer a question, skip to the next part. 

Before we start asking questions, we want to show you a few examples from the literature in order to caution you about the risks of overconfidence in judgments of the type involved here

The Problems of Bias and Overconfidence

In asking you for your judgments, we have to be concerned about very strong evidence in the literature that shows that people, including experts, often display considerable overconfidence when asked to make subjective probabilisitic judgments.  That is, they produce probability distributions that are too narrow.  

The figure below illustrates this problem.  In 21 separate studies, well educated people were asked to make judgments about the value of a large number of known quantities (such as the length of the Panama Canal).  They were also asked to provide a 98% confidence interval on those judgments.  The proportion of the time that the true answers lay outside the 98% confidence interval that the respondents had given, which of course should have been 2%, in fact looked like this (each box in the histogram reports the results of a separate study, several of which had more than 1000 participants):

                   [image: image28.emf]
Laypeople are not the only ones subject to overconfidence.  Consider, for example, the history of estimates of the speed of light:
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For details see: Henrion and Fischhoff, “Assessing Uncertatinty in Physical Constants,” 

                        

American Journal of Physics

, 54, pp791-798, 1986.


Because of the problem of overconfidence, and because of some other issues such as the cognitive heuristic known as "anchoring and adjustment," we will ask some of the questions here in a somewhat involved and laborious fashion involving confidence intervals.  In fact, we would pose every question in the survey this way, if not for the risk of making the survey instrument so long that no one would complete it!

Estimating the Date When an AI will Pass the Turing Test

In the questions we ask here about timelines for AI development, we ask you to construct box plots like this:

[image: image3.wmf]
Filling out a box plot like this is actually very quick and simple.  However, for the first question on the list we’ll ask for your patience as we walk you through step-by-step.
Let start with the upper 90% confidence limit.  Please estimate a date for which you think there is a roughly 90% chance that the Turing test will be passed before the date you give:
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Next, we'd like the lower 10% confidence limit.  Please estimate a date for which you think there is a roughly 10% chance that the TuringTest will be passed before the date you gave:

[image: image21.emf]
Remember that people tend to be overconfident, so don't make your distribution too narrow.  Feel free to go back and spread your bounds if on reflection you think they might be too tight.

Now we'd like the value for your upper 75% confidence interval.  Please estimate a date for which you think there is a roughly 75% chance that the Turing test will be passed before the date you give:

[image: image22.emf]
Finally, we want your value for the lower 25% confidence interval. Please estimate a date for which you think there is a roughly 25% chance that the Turing test will be passed before the date you give:

[image: image23.emf]
Lastly, what is your best estimate of the date at which the Turing test will be passed:

[image: image24.emf]
When a distribution is asymmetric there is a difference between the mean and the median.  Can you tell us which you gave as your "best estimate"?

( The mean.

( The median.

( Doesn't matter, I think they are about the same.

( Darned if I know, that just feels about right.

To avoid having to go through all this laborious process for the other questions, we will now introduce a simpler diagrammatic methodology for recording the same information.

In the left side of the diagram below, we have again reproduced our example box plot, and on the right side we have filled it in with the answers provided by a fictitious “example expert.”   The example expert has drawn a scale on the right, and has also created a box plot aligned with the scale to show their estimate of the date at which the Turing Test will be reached. Note that his scale is not linear – that’s OK.  All that matters is that the best estimate, and the four confidence interval boundaries, are labeled properly with dates.
[image: image4.wmf]
Now it’s your turn again! In the left side of the diagram below, we have again reproduced our example box plot, and have filled it in with the answers provided by a fictitious “example expert:   Please go back to your answers on the previous pages and transcribe them into a scale and corresponding box plot constructed on the right to show your estimate of the date at which the Turing Test will be reached.
[image: image5.wmf]
[image: image25.emf][image: image26.emf][image: image27.emf]

Next, suppose we were to come back to you in 20 years and ask this same question again.  Consider the range of your uncertainty from 10% lower confidence interval to 90% upper confidence interval.  What is the probability in that after 20 years of additional research at current levels of support the range between these two confidence intervals for the number of years until the Turing test is reached will have changed in the following ways:
Please enter a separate probability for each of the four contingencies.

______  probability that it will have gotten longer (i.e. taller)

______  probability that it will have gotten shorter by 0 to 50%

______  probability that it will have gotten shorter by 50% to 80%

______  probability that it will have gotten shorter by more than 80%




total probability = 1.0

Next, we would like to know about the factors which contribute to your uncertainty about the date when the Turing test will be passed.  Please begin by making a list of these factors, listing at least 3 and not more than 10 factors: 
When will an AI Pass the Turing Test if AI Is Amply Funded?

Now we finally move on to another question!  The question next is, when would the Turing test be passed, if starting in 2010 the governments of major nations collectively began spending $100 billion per year (in current dollars) on AGI research, and spent this money with the rough level of efficiency characteristic of historically successful large-scale science and engineering projects, such as the Manhattan Project or the Apollo moon missions. In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which the Turing Test would be reached with $100 billion of annual funding.
[image: image6.wmf]

When will AIs do Nobel Quality Work?

The Turing Test is not the only measure of progress toward AGI.  The next question is: when will an AI program make a major scientific discovery, such that if a human had made the discovery the human would be highly likely to win a Nobel Prize.  One need not assume that the AI has acted entirely independently in its research, as human scientists rarely do.   But one should assume that the AI has acted with roughly the same level of independence that a Nobel-prize-winning human scientist typically does.   In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will make a major scientific discovery, such that if a human had made the discovery the human would be highly likely to win a Nobel Prize.
[image: image7.wmf]

When will AIs do Nobel Quality Work if AI is Amply Funded?

The next question is: when would an AI program make a major scientific discovery, such that if a human had made the discovery the human would be highly likely to win a Nobel Prize, under the assumption of $100 billion per year in current dollars in ongoing AGI funding, starting in 2010.  One need not assume that the AI has acted entirely independently in its research, as human scientists rarely do.   But one should assume that the AI has acted with roughly the same level of independence that a Nobel-prize-winning human scientist does.  One should assume that the $1 billion per year is spent with the rough level of efficiency characteristic of historically successful large-scale science and engineering projects, such as the Manhattan Project or the Apollo moon missions.  In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will make a clearly Nobel-quality discovery, assuming $100 billion annual AGI funding.
[image: image8.wmf]

When Will AIs Pass the Third Grade?

The next question pertains to a level of AI functionality lesser than that required to pass the Turing Test, or win a Nobel Prize.  It pertains to online education.  Online universities are well known, but there are also online high schools and even elementary schools.  For instance, there exist online exams testing typical human knowledge at the third grade level – which consists of simple topics like doing addition and subtraction, identifying correctly and incorrectly spelled words, and answering simple questions about everyday life, about simple scientific and social topics, and about brief narrative paratraphs.   These exams don’t require interactive conversation, but they do require the ability to read and answer questions, and to follow the typical sorts of instructions one sees on an online exam.

So, the next question is: when will an AI program be able to pass an online final exam for the third grade, spanning third grade English, mathematics, social science and science?  In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will be able pass a comprehensive online third grade final exam.
[image: image9.wmf]
When Will AIs Pass the Third Grade if Ai is Amply Funded?

The next question is: when would an AI program be able to pass a comprehensive online third grade final exam, under the assumption of $100 billion per year in current dollars in ongoing AGI funding, starting in 2010.   As above, one should assume that the $1 billion per year is spent with the rough level of efficiency characteristic of historically successful large-scale science and engineering projects, such as the Manhattan Project or the Apollo moon missions.  In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will be able to pass an comprehensive online third grade final exam, under the assumption of $100 billion per year in AGI research funding.
[image: image10.wmf]
When will AIs Become Dramatically Superhuman?

Finally, we wish to explore the further possible reaches of artificial intelligence capability.  Some researchers believe that one day AI programs will vastly exceed human intelligence.

The next question, which admittedly is somewhat imprecisely posed is: when will an AI program be qualitatively more intelligent than a typical human, by roughly the same proportion that a typical human is more intelligent than a typical dog?  In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will be as much smarter than a human, as a human is smarter than a dog.
[image: image11.wmf]

When will AIs Become Dramatically Superhuman if AI is Amply Funded?

You guessed it!  The next question is: when will an AI program be qualitatively more intelligent than a typical human, by roughly the same proportion that a typical human is more intelligent than a typical dog, under the assumption of $100 billion in annual AGI research funding, starting in 2010?  As above, one should assume that the $1 billion per year is spent with the rough level of efficiency characteristic of historically successful large-scale science and engineering projects, such as the Manhattan Project or the Apollo moon missions.  In the right side of the diagram below, please draw an appropriately labeled box plot to show your estimate of the date at which an AI program will be be as much smarter than a human as a human is smarter than a dog, assuming $100 billion per year in AGI funding.
[image: image12.wmf]

Next we have some questions which involve providing single-number probability estimates.

Please give us your subjective probability estimates of the following qualities

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will live in physical robot bodies with arms, legs or wheels, and camera eyes or other similar vision sensors. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will live in virtual robot bodies (such as Second Life or a video game). 

Estimate the probability in [0,1] that the first AGIs  to pass the Turing test will live with minimal embodiment (e.g. existing in a typical computer or server and interacting with humans via a voice only or text only interface) 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on formal neural networks. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on probability theory. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on uncertain logic (be it probabilistic, fuzzy, or other). 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on evolutionary learning. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on a large hand-coded knowledge-base such as Cyc or SUMO. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on mathematical theory of AGI in the vein developed by, for example, Marcus Hutter in his book Universal AI.

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be critically based on the theory of nonlinear dynamical systems. 

Estimate the probability in [0,1] that the first AGIs to pass the Turing test will be based on an integrative design, without any one technique playing a uniquely central role. 
Estimate the probability in [0,1] of a strongly negative-to-humanity outcome if the first an AGI that can pass the Turing Test is created via an open-source project. 

Estimate the probability in [0,1] of a strongly negative-to-humanity outcome if the first an AGI that can pass the Turing Test is created by the US military. 

Estimate the probability in [0,1] of a strongly negative-to-humanity outcome if the first an AGI that is created by a private software company focused on commercial profit? 

Next, some True or False questions:
Please circle your best guess.  If you’re truly equally split between the possibilities, leave the question blank.

Quantum computing will be required to create an AGI that can pass the Turing Test 

·  SHAPE 


 True 

·  SHAPE 


 False 

Hypercomputing (meaning, computation involving non-Turing-computable functions such as allowed by oracles, for example) will be required to create an AGI that can pass the Turing Test 

·  SHAPE 


 True 

·  SHAPE 


 False 

Supposing a an AGI that can pass the Turing Test is created via emulating the human brain on digital hardware, on a conceptual level, but not exactly. Will it be conscious in the sense that humans are? 

·  SHAPE 


 Yes 

·  SHAPE 


 No 

Supposing a an AGI that can pass the Turing Test is created via emulating the human brain on digital hardware, very close to exactly at the cellular level. Will it be conscious in the sense that humans are? 

·  SHAPE 


 Yes 

·  SHAPE 


 No 


A little bit about you:

Please answer each question with a number between 0 and 10, inclusively.

Your self-evaluated level of expertise [0,10] in Cognitive Science 

Your self-evaluated level of expertise [0,10] in Neural Networks 

Your self-evaluated level of expertise [0,10] in Probability Theory 

Your self-evaluated level of expertise [0,10] in Uncertain Logic 

Your self-evaluated level of expertise [0,10] in Expert Systems 

Your self-evaluated level of expertise [0,10] in Theories of Ethics 

Your self-evaluated level of expertise [0,10] in Evolutonary Learning 

Your self-evaluated level of expertise [0,10] in Quantum Theory 

Your self-evaluated level of expertise [0,10] in Quantum Gravity Theory 

Your self-evaluated level of expertise [0,10] in Robotics 

Your self-evaluated level of expertise [0,10] in Virtual Worlds 

Your self-evaluated level of expertise [0,10] in software engineering

Your self-evaluated level of expertise [0,10] in computer hardware design

Your self-evaluated level of expertise [0,10] in cognitive neuroscience

And finally, a little about your research:

Are you actively engaged in doing AI research?

If you are actively engaged in doing AI research, then answer this question.  If you were amply funded to work directly on creating an AI system with human-level general intelligence, what percentage of your current research would you still keep doing?

Time spent completing this questionnaire (minutes)
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